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Generalization ability; One-class learning -- OC-Softmax (1, 2] Unified HRTF representation across databases [8, 9]
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HRTF personalization across all directions [10, 11]
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