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Personalized Immersive and Secure Audio for Metaverse

PERSONALIZATION

Personalized Spatial Audio

Head-Related Transfer Function (HRTF) Personalization

Unified HRTF representation across databases [8, 9]

HRTF personalization across all directions [10, 11]

Future work:
Personalized binaural synthesis from mono audio

OVERVIEW

Metaverse is a virtual universe comprised of interconnected shared spaces that enable unique experiences through augmented reality (AR) and virtual reality (VR). 
My research goal is to design algorithms and systems to support AR/VR with immersive, personalized, and secure audio technology.
My work has been focusing on audio-visual rendering and analysis, personalized spatial audio, and speech anti-spoofing.

IMMERSIVENESS

Audio-Visual Rendering and Analysis

Talking Face Generation: Emotional Rendering [12]

Active Speaker Detection: Audio-Visual Synchronization

Audio-Visual Speaker Diarization: Off-screen Speakers

Future work:
Audio-visual scene understanding

SECURITY

Speech Anti-Spoofing

Synthetic Speech Detection

Generalization ability: One-class learning -- OC-Softmax

Generalization ability: Multi-center one-class learning [3]

Channel robustness [2, 4, 5, 6]

Joint optimization with speaker verification [7]

Future work:
Generalized audio deepfake detection
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HRTF FIELD: UNIFYING MEASURED HRTF MAGNITUDE REPRESENTATION WITH
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ABSTRACT

Head-related transfer functions (HRTFs) are a set of functions of
frequency describing the spatial filtering effect of the outer ear (i.e.,
torso, head, and pinnea) onto sound sources at different azimuth and
elevation angles. They are widely used in spatial audio rendering.
While the azimuth and elevation angles are intrinsically continu-
ous, measured HRTFs in existing datasets employ specific spatial
sampling schemes, making it difficult to model across datasets with
different sampling schemes. In this work, we propose to use neu-
ral fields, a differentiable representation of functions through neural
networks, to model HRTFs with arbitrary spatial sampling schemes.
Such representation is differentiable with respect to azimuth and el-
evation angles, and is unified across datasets with different spatial
sampling schemes. We further introduce a generative model to learn
the latent space of the HRTF neural field representation. We demon-
strate that HRTFs for arbitrary azimuth and elevation angles can be
derived from this representation. We believe that it will significantly
advance data-driven research on many tasks such as HRTF interpo-
lation and personalization.

Index Terms— Head-related transfer function, neural field rep-
resentation, generalization across datasets, spatial audio

1. INTRODUCTION

HRTF modeling and reconstruction is very important in spatial au-
ditory displays and improve directional hearing restoration for hu-
mans.

Personalized HRTF is important. But one method trained on one
dataset cannot generalize to others. This motivates us to seek a better
representation.

Existing datasets, each contain dozens of participants Figure 1
shows the 10 datasets

But they all have similar patterns as shown in A figure to com-
pare midsagittal HRTF [A figure here]

Existing HRTF representation, SHT, ...
In this work, we

2. HRTF REPRESENTATION WITH NEURAL FIELD

HRTF should be continuous The formula [1]

HRTFL/R (x, f, s) =
pL/R (x, f, s)

p0(0, f)
(1)

In this work, we are considering far-field, so we only consider
the direction. x = [✓,�] for azimuth and elevation, respectively.

This work is partially funded by a New York State Center of Excellence
in Data Science award and synergistic activities funded by the National Sci-
ence Foundation (NSF) under grant DGE-1922591.
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Fig. 1. Configurations of source positions used in existing measured
far-field HRTF datasets.

Neural field, also referred to as implicit neural representations,
is used to represent signals such as audio, images, []. Benefits:

The neural field formula
SIREN [2] is an MLP with sine activationfunction

(x) = Wn (�n 1 �n 2 . . . �0) (x) + bn,

where �i (xi) = sin (Wixi + bi) .
(2)

3. HRTF FIELD: LATENT SPACE

F (x, z) = z(x) (3)

Implicit Gradient Origin Network [3]
z =
loss in training

4. EXPERIMENTAL SETUP

4.1. Datasets

Measured far-field HRTF for human subjects
All available on the SOFA repository 1

4.2. Preprocessing

256-point FFT
make the azimuth the same range
Map right ear to left
Extend locations
normalize

1https://www.sofaconventions.org/mediawiki/
index.php/Files

[1, 2]
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